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—— Abstract

Algebraic data types (ADTs) and pattern matching are widely used to write elegant functional
programs and to specify program behavior. These constructs are critical to most general-purpose
interactive theorem provers (e.g. Lean, Rocq/Coq), first-order SMT-based deductive verifiers (e.g.
Dafny, VeriFast), and intermediate verification languages (e.g. Why3). Such features require layers
of compilation - in Rocq, pattern matches are compiled to remove nesting, while SMT-based tools
further axiomatize ADTs with a first-order specification. However, these critical steps have been
omitted from prior formalizations of such toolchains (e.g. MetaRocq). We give the first proved-sound
sophisticated pattern matching compiler (based on Maranget’s compilation to decision trees) and
first-order axiomatization of ADTs, both based on Why3 implementations. We prove the soundness
of exhaustiveness checking, extending pen-and-paper proofs from the literature, and formulate a
robustness property with which we find an exhaustiveness-related bug in Why3. We show that many
of our proofs could be useful for reasoning about any first-order program verifier supporting ADTs.
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1 Introduction

Algebraic data types form the backbone of functional programming languages; with recursion
and exhaustive pattern matching, they enable elegant, concise, and type-safe functions over
all kinds of list- and tree-like data. Reasoning about such functions requires only simple
induction, and many proof assistants (e.g. Rocq, Lean, Isabelle) make heavy use of functional
programming and induction. For instance, Rocq and Lean are implementations of the
Calculus of Inductive Constructions (CIC), which extends the Calculus of Constructions with
inductive types. But even SMT-based tools which target simpler first-order logic without
induction still want to allow reasoning about ADTs, pattern matching, and/or recursive
functions at the source level (see §2) — e.g. Dafny [27], VeriFast [21] and Frama-C [23]
for C, Gobra [42] for Go, and Creusot [16] for Rust. In fact, these facilities are so useful
that many intermediate verification languages upon which these deductive verifiers are built
also include such features — both Why3 [10] (the back-end of Frama-C and Cruseot) and
Viper [33] (the back-end of Gobra) have support for ADTs; Why3 additionally includes
pattern matching and recursion. These SMT-based tools must aziomatize recursive types
into first-order formulas. The exact set of axioms may vary; they typically include assertions
of injectivity, disjointness, inversion, and non-circularity.

Similarly, while complex, nested, and simultaneous pattern matches are very useful at
the source level, they must be compiled to simpler patterns in the underlying logic. In Rocq,
this compilation is performed by the front-end, so the user sees the compiled version when

© Joshua M. Cohen;
licensed under Creative Commons License CC-BY 4.0

16th International Conference on Interactive Theorem Proving (ITP 2025).
Editors: Yannick Forster and Chantal Keller; Article No. 5; pp. 5:1-5:20
Leibniz International Proceedings in Informatics
Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, Dagstuhl Publishing, Germany


mailto:jmc16@princeton.edu
https://joscoh.github.io/
https://orcid.org/0000-0002-9555-8781
https://doi.org/10.4230/LIPIcs.ITP.2025.5
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de

5:2

A Mechanized First-Order Theory of Algebraic Data Types with Pattern Matching

printing a term. In SMT-based tools, this compilation occurs when ADTs are axiomatized;

the resulting compiled matches can be replaced with let-bindings and case analysis. ML and

Haskell compilers must also eliminate pattern matching; many schemes have been studied

and implemented [31, 26, 25]. The underlying algorithms are broadly similar in all these

cases, though the correctness proofs depend on the setting — eager, lazy, or purely logical.

It is vital that these compilation steps are sound or else a verifier could “prove” something
false. This is especially important because ADTs and their semantics are central to many
verifiers, enabling many useful constructs (pattern matching, recursive functions, inductive
predicates) while relying on subtle checks to provide guarantees of well-foundedness (e.g. strict
positivity, termination checking, pattern matching exhaustiveness). Despite the centrality
of these features, existing verifier formalizations often omit them. Neither Featherweight
VeriFast [22], a formalization of a core subset of VeriFast, nor a proof-producing version
of Viper [15] include ADTs, though the underlying tools do. Meanwhile, the MetaRocq
formalization of CIC within Rocq [38] includes only simple patterns, assuming that Rocq’s
front-end has already done the pattern matching compilation.

A key difficulty is in specifying the semantics against which to prove such compilation
steps correct. Cohen and Johnson-Freyd [13] addressed this by giving a Rocq formalization
of the semantics of the Why3 logic (we will refer to this semantics as Why3Sem), which
includes (mutually recursive) ADTs and pattern matching. Using Why3Sem, we take a
key step towards filling this formalization gap by giving a mechanized proof of the Why3
pattern matching compiler and ADT axiomatization. Many of our results and methods
are not specific to Why3 and would extend to other similar systems provided they had an
appropriate formal semantics. In particular, we make the following contributions:

1. We give the first verified implementation of a sophisticated, general-purpose pattern
matching compiler (based on the technique of Maranget [31]).

2. We use this compiler to implement exhaustiveness checking for Why3Sem, prove several
results about the correctness and robustness of such matching (which extend proofs in
the literature), and discover an exhaustiveness-related bug in Why3.

3. We use this to give the first mechanized proved-sound first-order axiomatization of ADTs.

Our proofs can be found at https://github.com/joscoh/why3-semantics/tree/itp25.

2 Background

Verification of Imperative Programs

Reasoning about functional programs is critical even in imperative settings. To manage
the complexity of functional-correctness proofs about imperative programs, one frequently
separates the proof into three steps: (1) defining a functional model of an imperative program,
(2) proving that the imperative program refines the functional model, and (3) proving desired
high-level properties of the model. Thus, the low-level details — proving validity of pointers,
absence of overflow, etc — are kept separate from the mathematical reasoning about the
domain of interest. This approach has been successful at scale in a variety of domains. For
instance, the VST [2] program logic for C in Rocq has been used to verify programs in
cryptography [3], error-correcting codes [14], and numerical methods [40]; the functional
correctness proofs use pure Rocq reasoning while VST handles the C-specific obligations.
Dafny, a first-order, SMT-based verification-aware programming language, supports reasoning
about both functional and imperative programs, and a similar layered approach enabled
verification of distributed systems in Ironfleet [19] and a large-scale authorization engine used
in production at AWS [11]. Other efforts involve a combination of tools; in the VerifiedSCION
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project [36], the Gobra verifier is used for the imperative proofs, while the functional model
proofs were completed in Isabelle. It is therefore critical that even imperative verifiers enable
users to write and reason about functional programs; hence, support for features like ADTs
and pattern matching is widespread among verifiers for both functional and imperative
languages.

Why3 and its Semantics

Why3 is a verification framework serving as a target for many front-ends (e.g. C, Rust)
and supporting multiple back-end solvers, including SMT solvers (e.g. Z3, CVC5, Alt-
Ergo) and proof assistants (e.g. Rocq, Isabelle). Its logic [17] extends first-order logic with
polymorphism, ADTs, pattern matching, recursive functions, and inductive predicates. This
logic is broadly similar to those implemented by other SMT-based verifiers including Dafny
and VeriFast and is compiled to logics for back-end solvers via transformations. In this paper,
we are primarily concerned with two such transformations: compile_match, which compiles
pattern matching to simple patterns, and eliminate_algebraic, which axiomatizes ADTs.

Why3Sem|[13, 12] is a formal semantics for this Why3 logic in Rocq. It includes a deep
embedding of Why3 types, patterns, terms, formulas, and definitions, as well as a formalized
type system and a Tarski-style (denotational) semantics, in which Why3 terms and formulas
are interpreted as objects in Rocq’s logic. Why3Sem explicitly encodes recursive definitions
as well-founded Rocq objects (e.g. ADTs as W-types [32]) but is designed so that users
only need a set of higher-level properties about such recursive definitions, not the complex
encodings.

Terms and formulas are given semantics under a particular interpretation of types ([-]7)
and function/predicate symbols ([-]*) and under a particular valuation (v) of type and
free term variables (unlike [13], we disambiguate interpretations via superscripts). These
interpretations must be consistent with the declared recursive definitions; for instance, for
each ADT a (ignoring polymorphism for simplicity), the following must hold:

1. Injectivity: for constructor c, if [¢]*(t1) = [c]*(t2), then t; = to.
2. Disjointness: for constructors ¢; and ca, if [e1]*(t1) = [e2]* (t2), then ¢; = co.
3. Given z of type [a]7, there is a function find(z) that gives constructor ¢ and arguments

t; such that z = [¢]*(¢1) (called £ind_constr_rep in Rocq).

4. A generalized induction principle over any mutual ADT m (not needed for this work).
Terms ([-]%) and formulas ([-]/) are interpreted in the natural way, with most Why3 logical
constructs mapping to their Rocq counterparts (e.g. [f1 A f2]f = [f1]{ A [f2]f). The most
interesting and relevant case is for pattern matching (Figure 1), which proceeds in several
steps. First, match_val_single or [p, 7, d]? (we will generally omit 7) matches a pattern p of
type 7 against d, returning an optional map of newly bound variables and their valuations
(we use a monadic notation for the as-pattern case — “;” is a bind operator that propagates
None). The constructor case is the most complex: if the type is an ADT, it uses find to
determine if the constructor matches and recursively checks the arguments using the row
matching [ps, tys,ds]®. A pattern match is evaluated (match_rep or [t, ps]E*) by iterating
through the pattern-term list ps until a match is found, interpreting the corresponding term
under v extended with the new bindings. If no such pattern is found, a default value is
returned (all Why3 types are inhabited). Our work extends Why3Sem with an exhaustiveness
check, making the default case unreachable. Finally, a pattern match term has the semantics
(the formula case is similar):

[match t with ps end]! = [¢, ps]?*
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[+, 7,d]? = Some{x — d}
[_,7,d]? = Somef
[p1 | p2,7,d]? = ifisSome[p;,,d]? then [pi,T,d]? else [p2,T,d]?

[p as x,,1,d]P my < [p, 7, d]P;return (my U{z — d})
[e(ps), ,d]? = if 7 has ADT type a(tys)
then let (c¢1,a1) = find(d) in
if ¢ = ¢; then [ps,tys,a;]" else None

else None
[0.0. 01" = Some
[p = ps, 7 tys,d = ds|® = my « [p,7,d]P;ma + [ps,tys,ds]¥; return (m; Umsy)
orep v a 0 0 = match o; with | Some m — Some [a]’, ,| None — 0 end
[t,[]]7? = default
[t, (p,t1) == ps[b® = orep v t1 [p, [t]L17 [t, ps]?®

Figure 1 Semantics for matching patterns ([-]?), rows ([-]®), and pattern-lists ([-]5*)

match 3, lo with

I 0, O > n nil nil xl
I 0.1, - = cons(__, nil) nil To
| _ it _, _ — z3 cons(_,_) _ x3
I, = 7 @ nil cons(_, ) @y
end

Figure 2 A simultaneous pattern match and the corresponding pattern matrix

3  An Algorithm for Compiling Pattern Matches

The problem of compiling pattern matches to simpler constructs like decision trees is well-
studied (§10), particularly for ML and Haskell compilers. Why3’s pattern matching compiler
is based on pattern matrix decomposition and is very similar to the techniques of Le Fessant
and Maranget [26] and Maranget [31], which form the basis of the algorithm used in the
OCaml compiler. We describe Why3’s algorithm in detail, discuss its termination (§4), prove
its soundness (§5), detail how it is used to implement exhaustiveness checking (§6), and
describe an exhaustiveness bug we discovered in Why3 (§7). Though we implement the exact
algorithm found in Why3, the technique is quite general and many of our proofs could be
reused in other contexts.

As is standard [26, 31], we view the (simultaneous) pattern match as a matrix P (Figure
2 shows an example); we will refer to the last column in the matrix as “actions” (in our
case, terms or formulas). Patterns consist of variables, wildcards, constructors, disjunctions,
and as-patterns; we will show later that we can assume the first column contains only
wildcards and constructors. We then define two decompositions (Figure 3): specialization for
constructor ¢ (S(c, P)) and the default matrix (D(P)). Specialization gives the remaining
matrix if the term in the first column is an instance of constructor ¢; it removes all non-c
constructors from the matrix, replaces ¢ with its & arguments, and replaces a wildcard with
k wildcards. The default matrix gives the result assuming that ¢ does not match any of the
constructors appearing in the first column.
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Pattern p;1 ‘ Row of S(c, P) Pattern p;1 ‘ Row of D(P)
c(qry---,qr) (q1 cee Gk Pj2 - Dim aj) c(ps) None
c(ps), c#£c None _ (pj72 cee Dim aj)
_ (7 Ao iz o Pim aj)
Figure 3 Definition of matrix decompositions S(c, P) and D(P) on row (pj,l o Dim aj)

compile(ts, P)

1. If P is empty (no rows), return “Non-exhaustive”.
2. Otherwise, if ts is empty, then return the first action in P.
3. Otherwise, let ts = ¢t :: tl. Simplify the matrix P so that the first column only
consists of constructors and wildcards. There are 3 cases:
a. If there are no constructors in the first column, return compile(tl, D(P)).
b. Otherwise, if ¢ = c¢(al) for constructor ¢, if ¢ is in the first column, return
compile(al ++ tl,S(c, P)),! else return compile(tl, D(P)).
c. Otherwise, let base be [ ] if all constructors for the ADT occur in the first column
and [_— compile(tl, D(P))] otherwise. Then construct list ps as follows: for
each constructor ¢ in the first column, add c¢(vs) —compile(vs -+ tl, S(c, P)),
where vs are fresh variables. Return match ¢ with ps + base end.

Figure 4 Compiling pattern matrix P and term list ts (4 is concatenation)

With these decompositions, we can define the compile algorithm (Figure 4). We demon-
strate compile on the example of Figure 2, which includes both nested and simultaneous
matching. The first column contains both constructors; the specialized matrices are:

P, ::S(niI,P)Z( " xl) Py ::S<C°"S’P):( nJ nj m)

cons(_, ) x4 z3

l1’s constructor is unknown, so applying Step 3c results in the following partial match:

match /3 with |[] — compile([l2], Pi) | w1 :: y2 — compile ([yi;y2;l2],P2) end

We focus on the first case. P; again contains both constructors; the specialization matrices
are P3 := S(nil, P,) = (xl) and Py := S(cons, P) = (7 o x4). Expanding gives:

match /o with

| [0 — compile([]l, (z1)) | ys :: ya — compile ([ys;yal,(_ z4)) end

Each case can be simplified easily. The first compile evaluates to x1 by Step 2, while the
second evaluates to x4 by repeated applications of Step 3a. The P, case is broadly similar;
we omit the details but show the full compiled pattern match:

match [; with

| [ — match lp with | [1J] — 21 | y3 :: ya — x4 end
| y1 :: y2 — match yo with | [J — 22 | y5 :: y¢ — x3 end
end

! The Why3 implementation (and our Rocq one) reverses al (and likewise vs in Step 3c and the q1 ... g
in the constructor case for S(c, P)). We show the non-reversed version for simplicity.
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This example also demonstrates how the algorithm checks exhaustiveness. Suppose we
had not included the last case in the original pattern match (z4). Then, Py (i.e. S(nil, P)) is
(nil zl), and the first match again results in compile(ls, P1). Here we are again in Step 3c,
but we find that S(cons, P;) is empty, triggering Step 1 and causing the compilation to fail.

Now we fill in implementation details missing from Figure 4. The simplify transformation
removes all non-constructor, non-wildcard patterns from the first column. It expands
disjunctions and replaces variables at the outer level with let-bindings in the action column
(it does not expand within constructors). Note that p represents the rest of the columns in
the matrix, t; is the first matched term, and 4 again represents concatenation (i.e. gluing
matrices together):

Row of P Row(s) of simplify(P)
(c(al) D a) (c(al) D a)
(L P o (L P o
((q1|q2) D a) simplify(q1 D a) H+ simplify (qz D a)
(x P a) (7 p let x =1 in a)
(p1 asxr p a) simplify(p1 p let x =1t in a)

Our implementation, consistent with Why3, computes simplify, D, and all S matrices in a
single pass, but we prove equivalence with a version that allows us to reason separately and
assume the matrix is simplified when considering S and D.

Why3 implements the check in Step 3c that all ADT constructors appear in the first
column in 2 ways: either the caller provides a function to retrieve the list of constructors for
an ADT or compile relies on metadata from the constructor function symbols. The former
requires more information but is useful for reporting unmatched cases (which we do not
consider). We prove the two equivalent in any well-typed context.

4 Termination of compile

The first difficulty with formalizing compile is proving termination — the function recurses
on non-structurally-smaller matrices S(c, P) and D(P). A termination argument is very
tricky, as the matrix both expands (in simplify and in the wildcard case for S(c, P)) and
contracts (in D(P) and the constructor case of S(c, P)). Thus, several natural candidates
for decreasing measures (e.g. the total size of the patterns in the matrix) fail. To build
intuition, we first consider the case when there are no disjunctions. Here, we can almost use
the total matrix size as a measure. The only complication is that the S(c, P) case would not
decrease unless the constructor size decreases by enough to offset the additional & wildcards.
However, this wildcard increase can be statically bounded, so we could set the constructor
size appropriately. Therefore, a version of compile that first expanded all disjunctions
terminates. We lift this to the general case by considering the total size of the fully expanded
matrix (which is never actually computed), parameterized by the constructor increase.
More formally, we give the definition of the full expansion of a pattern matrix (E™ (P))
in Figure 5. The difficult case is for constructor patterns: we must expand the entire row
of arguments, which involves concatenating all the resulting expansions of each pattern
in the row. We then define a size function | - |, on patterns, pattern-lists, and pattern-
matrices, where n is a parameter describing the extra fuel added to the constructor case:
c(ps)]n =1+ e [Pln- To give a suitable upper bound, we let m be the largest number
of arguments that any constructor in the matrix P takes. In the worst case, every row in the
matrix but one starts with a wildcard, causing m new wildcards to appear per row. Thus,
the total amount of measure added is bounded by len(P’) * m, where len(P’) is the number
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Br) =1 ER([) =[]
D =L ER(p Hps) = 'eEP( )t’GER( S)[p’ i pS/]
EP(plg) = E”(p) + E(q) et
E?(p as ) = EP(p) EY(P) = ;"GFP[ER(T)}
EP(c(ps)) = 4 [c(ps')]
ps' €ER (ps)

Figure 5 Expansion of patterns (EP), rows (E%), and pattern matrices (E™)

[al, [ = None
[al, (r,t) == 7s]M = orep v t [al,r]® [al,rs]M

Figure 6 Semantics of pattern-matrix matching (matches_matrix)

of rows of the current matrix P’. Since P’ is created via calls to simplify, we can upper
bound len(P’) by len(EM (P)). We let b(P) = len(EM (P)) x m. The full termination metric
is then |EM (P)|y(p)41. Proving that compile terminates according to this measure involves
4 key steps:

1. We show that simplification does not change full expansion: EM (simplify(P)) = EM(P).

2. We show the default case decreases: Vn, |EM(D(P))|, < |EM(P)|,. This is not too hard
to show, as either constructors or wildcards are removed when constructing D.

3. For the specialization case, we show that if constructor ¢ appears in the first column of P
and takes k arguments, |[EM (S(c, P))|, +n < |[EM(P)|,, +len(EM (P)) * k. This proof is
complex, as we must reason about the nested expansions for constructors.

4. Finally, since (b(P) + 1) depends on P, we show monotonicity: if n < m, |P|, < |P|m.

We also show that b does not decrease: b(D(P)) < b(P) and b(S(c, P)) < b(P).
We combine these results to prove that compile terminates. However, none of this was
specific to compile — we effectively proved that any algorithm based on pattern matrix
decomposition terminates via this metric. More sophisticated algorithms [31, 26] follow the
same basic structure but with additional optimizations (e.g, not always examining the first
column, swapping columns, data structure sharing, etc); this termination metric should
suffice in these settings with almost identical proof.

We implement compile in Rocq using Equations [39] and this size metric. Our function
is parametric in the action type, constructor-finding method, and a flag governing Step 3b
(see §7), returning an option that is None if the match is non-exhaustive.

5 Soundness of compile

We want to prove the semantic correctness of compile. To state this theorem, we first define
the semantics of matching against a pattern matrix ([al, P]*), which builds on pattern- and
row-matching (Figure 1). Namely, [al, P]M (Figure 6) iterates through each row until it
finds a match (with [-]%), then evaluates the matched action under the valuation v extended
with the new bindings (this reduces to match_rep for a single-column matrix). We define
[ts]Z to be the (heterogeneous) list generated by [t]¢ for each t in ts (recall that [¢]¢ is the
interpretation for terms under valuation v). Then the correctness theorem is:

5:7

ITP 2025



5:8

A Mechanized First-Order Theory of Algebraic Data Types with Pattern Matching

» Theorem 1. Let tms be a term-list, let P be a pattern matriz, and let v be a valuation.
Suppose that tms and P are well-typed.? Also suppose that there are no names in common
between the free variables of tms and the pattern variables of P. Then, if compile tms P =
Some t, then [[tms]L, P]M = Some [t]}.

In other words, if compile succeeds and produces term ¢, then the pattern match succeeds
and results in a term semantically equivalent to ¢. The proof involves many pieces.

First, we prove that simplify preserves the semantics. Note that a row beginning
with a disjunction becomes multiple rows in the simplified matrix; we must prove that the
semantics of the resulting matrix is equivalent to that of the original row. Additionally,
since simplify transforms variable patterns into let-bindings, this changes a simultaneous
binding into an iterated one, causing problems if variable names overlap. For example, given
match y, z with | x, y — f x y end, the result should be equivalent to f y z. However,
simplify gives let y = z in (let x = y in f y x), equivalent to f z z. To avoid this, we
require the condition on variable names in Theorem 1. Then we prove:

» Lemma 2. Assume that t :: ts and P have no variable names in common. Then
[[t = ts] T, simplify t P]M = [[t :: ts]%, P]M

Next, we reason about the matrices D(P) and S(c, P), assuming that the input matrix
is simplified and well-typed. First, we define the notion “term ¢ is semantically equiva-
lent to c(al)” (i.e. [t]i = [c]*(al)) for constructor ¢ in ADT a; we call this predicate
tm_semantic_constr. Then we prove that, given any term ¢ of ADT type a, we can find
the constructor ¢ and arguments al such that tm_semantic_constr t ¢ al; this is a direct
consequence of find_constr_rep (§2). We prove that, if term ¢ is semantically equal to
c(al), matching ¢ against pattern c¢(ps) is the same as matching al against ps:

» Lemma 3. Suppose tm_semantic_constr t ¢ al. Then [c(ps), [t]E]P = [al, ps]E.

The proof is straightforward, relying on the definition of [-]P and the injectivity and disjoint-
ness of constructor interpretations (§2). Similarly, we then prove that if tm_semantic_constr
holds of a different constructor, then the term does not match:

» Lemma 4. Suppose ¢ # ¢’ and tm_semantic_constr t ¢ al. Then [c/(ps), [t]}]P = None.

Along with some additional lemmas about concatenation of pattern-rows, we now have all the
pieces to prove the D and S cases. Recall that D(P) is intended to represent the remaining
pattern match if the term ¢ does not match any constructor in the first column of P. We
prove this property in 2 parts: either ¢ has ADT type and matches a constructor that does
not appear in the first column or ¢ does not have ADT type:

» Lemma 5. Suppose tm_semantic_constr t ¢ al but ¢ does not appear in the first column
of pattern matriz P. Then [[t :: ts]L, P]M = [[ts]L, D(P)]M.

» Lemma 6. Suppose t does not have ADT type. Then [[t :: ts]%, P]M = [[ts]%, D(P)]M.

The proofs are simple; the first follows by Lemma 4, while the second uses the fact that there
can be no constructors in the first column by typing. Next, recall that S(c, P) is intended to
represent the remaining pattern match if the term ¢ matches constructor c¢. Unlike D, the
remaining match is not just the rest of the rows; rather, we must first match the arguments
of the c-patterns. The formal statement is:

2 We omit typing details for brevity. For the purposes of this paper, well-typing ensures that all sizes are
consistent and that constructors in patterns have the correct ADT type. For typing details, see [12].
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» Lemma 7. Suppose tm_semantic_constr t c al. Then [[t :: ts]X, P]M =
lal ++ [ts]Z, S(e, P)]M.

We reason by induction on P. In the case where the first row starts with ¢(ps), we split the
pattern-row concatenation, using Lemma 3 to reason about the ¢(ps) match. The case where
the first row starts with ¢/(ps) (¢ # ¢') is similar; we use Lemma 4. Lastly, in the wildcard
case, we prove that matching a row against all wildcards gives Some (). With this, we have
all the pieces we need for the proof of Theorem 1. The full proof is quite complex; we give a
sketch of an interesting case.

Proof. We want to prove that, for any valuation v, [[t :: ts]X, P]M = Some [tm],. Step 3a
uses Lemmas 5 and 6 depending on t’s type; we focus on Step 3c. ¢t must have ADT type, so
we can find a constructor ¢ and arguments al such that tm_semantic_constr ¢ ¢ al holds.
Furthermore, by the definition of compile, we know that [tm]! = match_rep ¢ (ps -+ base),
where ps and base are defined as in Figure 4. We consider 2 possible cases:

1. Assume c appears in the first column of P. Then, we can split ps into ps; +H (c(vs) —
compile(vs H ts)) H ps2 such that ¢ does not appear in the patterns in ps; or pssy (we
ignore the option return type for simplicity, as we assume all recursive calls succeed).
Recall that match_rep works by iterating over the pattern list until a match succeeds.
By Lemma 4, no pattern in ps; matches t. The first successful match is therefore against
the c(vs) term: we simplify first by invoking Lemma 3 and then by noting that since vs
are variables, each inner match succeeds. The resulting valuation m maps vs — al. Thus,
letting tm; be such that compile(vs+ ts) = Some tmy, we have that [tm]{ = [tm1]L,,-
By the induction hypothesis, we have that [[vs + ts]Z, ., S(c, P)]M , = Some[tm1]t, -

Finally, we note (after splitting the concatenation in [-]7) that [vs]Z ,

maps vs — al. The vs variables are fresh (and hence do not appear in ts or S(c, P));
therefore [ts]l , = [ts]L and so the desired equality holds by Lemma 7.

2. If ¢ does not appear in the first column of P, nothing in ps matches by Lemma 4; therefore
[tm], = match_rep t base. Crucially, base cannot be empty since there is at least one

constructor not present in the first column of P. Thus, there must be a wildcard to

= al, since m

match — the complete result follows from Lemma 5 and the induction hypothesis.
<

Our work is the first machine-checked proof of such a compilation scheme based on pattern
matrix decomposition. Maranget [31] gives a brief pen-and-paper correctness argument for
similar scheme against a more restrictive syntactic definition of matching, discussed below.

6 Pattern Matching Exhaustiveness

An exhaustiveness check follows as an immediate corollary of Theorem 1.

T

» Corollary 8. Under the assumptions of Theorem 1, if [[tms]L, P]M = None, then compile

tms P = None.

In other words, if there is an interpretation such that the match is semantically non-exhaustive,
then compile will correctly fail (return None). However, this is a fairly weak specification:
compile could always return None and satisfy Theorem 1 (and hence Corollary 8).

It is worthwhile to compare and contrast this with existing pen-and-paper proofs of a
virtually identical scheme to prove non-exhaustiveness by Maranget [30]. Maranget discusses
two versions of exhaustiveness checking: for ML-like call-by-value languages and for Haskell-
like lazy languages. The theorems can be summarized as, “the exhaustiveness check on

5:9

ITP 2025



5:10

A Mechanized First-Order Theory of Algebraic Data Types with Pattern Matching

pattern matrix P of types tys returns ‘non-exhaustive’ iff there is a value list vs of type
tys such that vs does not match P” (where matching is defined as a syntactic relation on
value-vectors). The difference is that lazy values also include an unknown value Q and the
exhaustiveness check must be generalized by a disambiguating predicate.

By contrast, our setting is purely logical, not evaluation-based. Why3’s logic does not
have any notion of values, and terms can include free variables or uninterpreted symbols.
This means that unlike the syntactic match relation in Maranget’s theorems (defined over
values), we can only reason about matching semantics under a particular interpretation and
valuation. However, once an interpretation/valuation are fixed (and we reason semantically
rather than syntactically), the setting becomes similar to the call-by-value one. But there is
still a crucial difference: uninterpreted symbols can be interpreted as any constructor; such
ambiguity is not present for values.

Similarly, lazy matching is distinct from our setting. Here, Maranget’s proofs require a
monotonicity property so that a failing match will continue to fail as values are partially
evaluated. This relies on an ordering relation on values such that  is smaller than all
others. Once again, our setting has no such ordering, partial evaluation, or monotonicity,
but if we reason semantically and quantify over interpretations, we can recover similar
concepts. For example, we can re-interpret the ordering relation as denoting the existence
of an interpretation that produces semantic equality (e.g. v < w <= 3I,[v]} = [w]}).
This satisfies similar properties — non-constructor terms are “smaller” than all constructors
while different constructors are incomparable — but it would be very inconvenient to reason
about. Therefore, we can view our proofs as broadly similar to (both of) Maranget’s but
significantly simpler when reasoning in a purely logical setting where the meaning of terms
is given by a particular interpretation rather than by (full or partial) evaluation.

It would be possible to state and prove the reverse direction of Maranget’s theorem
translated to our setting: if compile returns None, there is an interpretation I and term
list ts that does not match ([[ts]?, P]M = None). Equivalently, if matching succeeds for
all interpretations and for all terms of the correct type, then compile returns Some. We do
not formally prove such a result (soundness is sufficient for our applications), though we
do need a weaker version — if the pattern match is simple (consisting only of wildcards and
constructors applied to variables) and “obviously” exhaustive (either all constructors in an
ADT are present or there is a wildcard), then compile always succeeds. Note that many
programs in practice fall into this category (e.g. many standard functions on lists and trees).

7 Robustness of compile

While Why3 includes exhaustiveness checking, Why3Sem previously omitted it. We fix this
by adding a check to the Why3Sem type system, requiring that for any term or formula
match ¢ with ps end, compile [t] ps is Some (where ps becomes a single-column matrix).
Since compile produces a pattern match in Step 3¢, we must prove that this match itself
passes the exhaustiveness checker. We prove this by showing that compile produces simple,
obviously exhaustive patterns.

The larger difficulty is to show that the existing functions over Why3 terms that preserve
typing also preserve the exhaustiveness check. Writing such a theorem is surprisingly difficult;
such functions modify the term list (e.g. for substitution and rewriting), the term and pattern
types (for type substitution), the action type (when axiomatizing recursive functions), and the
variables in the pattern matrix (for a-conversion). In the end, we need a generic robustness
theorem to show that exhaustiveness checking still succeeds under such changes. Of course
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the conditions cannot be too permissive: changing the pattern matrix arbitrarily clearly does
not preserve exhaustiveness; neither does changing the types so that a constructor match no
longer succeeds. In the end, the latter turns out to be the trickier condition to formalize,
as we need to ensure that an ADT type cannot be transformed into a non-ADT type. We
encode this as an asymmetric relation ty_rel. We finally require that the two pattern matrices
have the same “shape” — they are equal up to changing variable names.

We will state such a robustness theorem shortly, but unfortunately it does not hold
of Why3’s compile. If we allow the term list to change arbitrarily, a check that succeeds
due to Step 3b may then fail. For example, given match [1] with | [x] — x end and the
equality H: [1] = y, if one rewrites with H, the resulting term fails the exhaustiveness checker
and Why3 crashes with a fatal error. While rewriting in such a “backwards” manner is
unlikely in practice, this non-robustness also rules out potential optimizations like constant
subexpression elimination. This is a bug in Why3 which we reported.?

One possible fix is to remove Step 3b of compile. This is the common approach to
exhaustiveness checking (e.g. in Rocq and OCaml). But Why3 uses this step to compile
simultaneous matching, implemented via tuples. Instead, we parameterize compile by a flag
simpl_constr indicating whether Step 3b is used. In our Rocq development, we prove the
soundness of compile for both versions. For exhaustiveness checking, we set simpl_constr
to false, so that a robustness theorem (Theorem 9) holds; for compilation, simpl_constr
should be true to make the resulting patterns as simple as possible for the eventual SMT
queries. We discuss the connection between the two versions of compile in §8.4. Here, we
give the full robustness theorem.

» Theorem 9. For any pattern matrices Py and Py, any term lists tmsy and tmss, and any
type lists tys, and tyss, suppose the following conditions hold:
Py and Py have the same dimensions and each corresponding pattern pair has equivalent
“shapes” (but P1 and Py need not have the same action type),
tmsy and tmsy have the same length (which equals the length of tysy and tyss),
If simpl_constr holds, then each corresponding pair of terms in tmsi and tmsq are
related by t_fun_equiv,* and
Each corresponding pair of types in tys, and tyss satisfies ty_rel.
Then if exzhaustiveness checking succeeds (i.e. compile returns Some) on Py, tmsy and tysy,
then erhaustiveness checking will succeed on Ps, tmss, and tyss.

The proof is similar to Theorem 1; we prove the cases for simplify, S, D, and compile.

8 A Sound First-Order Axiomatization of ADTs

8.1 Axiomatizing ADTs

Figure 7 shows an example of an ADT-related goal in Why3: it defines the 1ist datatype,
the length function, and a proof goal involving these definitions. To compile this to first-order
logic for SMT solvers, the recursive types, recursive functions, and pattern matching must
be eliminated. We do not focus on the elimination of recursive functions here (though we do
prove such a step sound); this transformation replaces length with its unfolding axiom.

3 https://gitlab.inria.fr/why3/why3/-/issues/903
4 t_fun_equiv is a relation that rules out the backwards rewriting case; we omit the precise definition.
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type list ’a = Nil | Comns ’a (list ’a)
function length (1: list ’a) : int =
match 1 with | Nil— O | Cons _ r— 1 + length r end
goal foo: V 1: list ’a.
(length (match 1 with | Nil— Nil | Cons x t— t end)) < length 1

Figure 7 ADT example in Why3

The elimination of ADTs (eliminate_algebraic) can be viewed as a 3-step process: first,
the compile_match transformation uses compile to reduce everything to simple patterns.
Then, the ADT types and constructors are replaced by abstract symbols as new abstract
function symbols and axioms are introduced. Lastly, all pattern matches are eliminated
using the newly introduced function symbols. Figure 8 shows possible outputs to the
transformation; we describe each part in turn. Projections describe how to extract the
arguments of a constructor; there is a projection symbol and axiom for each argument of
each constructor. The selector function axiomatizes (simple) pattern matches; it returns the
corresponding argument for the constructor matched. The indexer function describes which
constructor an ADT instance belongs to. The disjointness axioms assert that constructors
are distinct, and the inversion axiom states that all elements of ADT type are equal to a
constructor applied to the corresponding arguments (expressed via projections). We note
that Why3 does not generate all of these axioms every time, and some are only needed in
certain situations (e.g. the indexer axioms imply disjointness). Nevertheless, we prove all
the generated axioms sound to cover all possible cases.

The elimination of pattern matches (rewriteT/rewriteF in Why3) is less standard.
If the pattern match occurs in a term (as with the goal foo), the match is transformed
into an expression using the selector function, with arguments given by the projections.
If the pattern match occurs in a formula (as with length, which becomes length_def),
match t with | c(a) — £ ... becomes either ((Va. t = c(a) — £f) A ...) or ((a, t =
c@) A £f) V ... ) depending on the polarity of the formula in which the match appears
(we prove the two equivalent).

Of course, this is not the only possible ADT axiomatization. Dafny uses a broadly similar
encoding [27], with projections and indexers, as well as axioms defining an order on ADTs
(used as a guard on recursive calls, rather than the static checks in Why3). Sniper [9, 8],
a tool to transform Rocq goals into first-order SMT ones (see §10), generates injectivity,
disjointness, and inversion axioms. Other first-order axiomatizations of ADTs for SMT
solvers [6, 37] provide isf functions indicating which constructor the element belongs to
(rather than the indexers of Why3) and may also include non-circularity axioms (e.g. that
1 <> Cons x 1). Methods for eliminating pattern matching differ more widely. Why3, as
we have seen, uses a selector axiom in some cases and directly generates formulas in the
others. Dafny turns pattern matches into nested if-expressions, with one case per constructor.
Sniper relies on Rocq’s built-in simplification to automatically simplify the pattern match
per constructor.

8.2 Proving Soundness

Soundness is a statement about transformations (steps in the Why3 compilation pipeline) over
proof tasks, consisting of a context I', a set of assumptions A, and a goal g. A transformation
may produce many proof tasks; soundness states that if all the resulting tasks are valid, so
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type list ’a

function Nil : list ’a
function Cons ’a (list ’a) : list ’a
(xProjections )
function cons_proj_1 : list ’a— ’a
function cons_proj_2 : list ’a— list ’a
axiom cons_proj_1_def: V ul u2. cons_proj_1 (Cons ul u2) = ul
axiom cons_proj_2_def: V ul u2. cons_proj_2 (Cons ul u2) = u2
(xSelector *)
function match_list : list ’a— ’b— ’b— ’b
axiom match_list_cons: V z1 z2 ul u2.
match_list (Cons uil u2) z1 z2 = zi1
axiom match_list_nil: V zl1 z2. match_list Nil z1 z2 = z2
(*Indexer x)
function index_list : list ’a— int
axiom index_list_cons: V ul u2. index_list (Cons ul u2) = 0
axiom index_list_nil: index_list Nil = 1

(x*Disjointness %)
axiom cons_nil: V ul u2. Cons ul u2 <> Nil
(xInversion %)
axiom list_inversion: V u.
u = Cons (cons_proj_1 u) (cons_proj_2 u) vV u = Nil

axiom length_def: V 1. (1 = Nil— length 1 = 0) A
(V ut u2. 1 = Cons ul u2— length 1 = 1 + length u2)

goal foo: V 1. length (match_list 1 Nil (cons_proj_2 1)) < length 1

Figure 8 Result of axiomatizing ADTs and eliminating pattern matching

was the original one. Validity (I, A F g) means that the assumptions A imply the goal g

under all full interpretations — those consistent with defined types, functions, and predicates.

To prove a transformation sound, we must prove that if IV, A’ E ¢/, then T', A E g, where
primes represent the transformation result. In particular, we must show that for every full
interpretation I over I, if I E A, then I F g. We do this by constructing a translated
interpretation I’ over I and showing:

» Property 1. I’ is a full interpretation for I'.
» Property 2. If T E A, then I' E A,
» Property 3. If I' = ¢/, then T F g.

For a rewriting transformation (compile_match and rewriteF) we must show that the
rewrite preserves the semantics — we need both directions of the implication for Properties 2
and 3. Meanwhile, for the full eliminate_algebraic, we must show how to construct the
interpretation I’ and then prove that this satisfies the added axioms. Proving the result
well-typed is also tricky — the context, the declared symbols, and the defined ADTs change
substantially — but we do not give the details. In the following, we briefly describe the various
parts of the proof: (1) defining the new interpretation I’ and proving the added axioms
satisfied, (2) compiling and eliminating pattern matches, and (3) putting it all together to
prove soundness.
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Definition indexer_interp {m a} (al: arg_list ...):=
(xCast head of al to ADT typex)

let x := indexer_args_eq a al ... in

let (cl, _) := find_constr_rep m a x in

(xFind index of cl in a's constructor list x)

dom_cast ... (Z.of_nat (index cl1 (adt_constr_list a))).

Figure 9 Interpretation of indexer symbols

8.3 Defining the Interpretation

We are given an interpretation I and ADT a. Since [ is full, it correctly interprets a so the
properties of §2 hold. We describe how to interpret each newly added symbol in turn. First,
an indexer symbol i is interpreted as follows: given semantic arguments al (a heterogeneous
list of elements of the interpretations of the argument types of 7), the first type argument
of i is a, so the first (only) element of al has type [a]” (here we ignore polymorphism for
simplicity) — call this element z. find_constr_rep gives c¢; and al; such that = = [c;1]*(aly).
The interpretation simply returns the index of ¢; in the list of constructors of a. We show a
simplified Rocq definition (without dependent type obligations) in Figure 9.
Projection symbols are similar. This time, given the ith projection symbol p of constructor
c and semantic arguments al, we again know that the only element of al is an ADT type and
again use find_constr_rep to get ¢; and al; such that x = [[cl]]x(all). If ¢ = ¢4, then the
interpretation returns the ith argument of al;; otherwise, it returns some default argument.
The selector is a bit more complicated. The selector symbol for ADT a takes in n + 1
arguments, where n is the number of constructors of a (there are additional complications
due to polymorphism which we again omit for simplicity). Given selector semantic arguments
al, we again know that the first element of al is an ADT type and use find_constr_rep
to get the constructor ¢ (the arguments are irrelevant here). Then, we find the index ¢ of ¢
within a’s constructor argument list and return the (i + 1)%* argument of al — this encodes the
idea that the selector should return its (i + 1)* argument when called on the ith constructor.
We note that this approach extends to any first-order axiomatization we might want to
give. For example, interpretations for isf predicates, which determine if an ADT element
belongs to a given constructor, would be almost identical to those of indexers but would
return a boolean rather than the index. More interestingly, we could use a similar approach to
interpret Dafny’s well-foundedness axioms (e.g. 1 < x :: 1). Rather than find_constr_rep,
we would use the well-founded relation adt_smaller defined in Why3Sem that denotes
structural inclusion and is used to prove the termination of Why3’s recursive functions.
We construct I’ by using the appropriate definitions for all of the new function symbols,
ensuring that the newly added symbols do not overlap. Proving that I’ satisfies the added
axioms is quite straightforward (though dependent types add some complications) and only
relies on properties of constructor interpretations. For example, to prove the inversion
axiom, we use find_constr_rep to identify the input argument’s constructor, then prove
the clause in the disjunction corresponding to this constructor by unfolding the definitions of
the projection interpretations and relying on injectivity and disjointness of constructors.

8.4 Compiling and Eliminating Pattern Matches

The transformation that eliminates complex and nested patterns, compile_match, walks over
the given term or formula and calls compile (§3) on each pattern match. The main property



J. M. Cohen

we need is semantic equivalence, which follows from Theorem 1. Recall that this theorem
states that if compile gives Some, then the result is semantically equivalent. Thus, we must
show that all calls to compile succeed (give Some). We know by typing that all pattern
matches are exhaustive, but after changing the exhaustiveness checker to satisfy robustness
(§7), the exhaustiveness check and the version of compile used in compile_match differ on
the value of simpl_constr. Therefore, we show a correspondence between the two versions,
proving that our new exhaustiveness check is more restrictive than the old one:

» Theorem 10. Given pattern matriz P and term lists tmsy and tmss such that everything
is well-typed, if the exhaustiveness check succeeds on tms, and P when simpl_constr is
false, then the exhaustiveness check succeeds on tmss and P when simpl_constr is true.

The proof follows by induction, where the interesting case unsurprisingly occurs when the
matched term is a constructor and thus one check is in Step 3b (of Figure 4), while the
other is in Step 3c. Here, we use the stronger exhaustiveness check to know that every
constructor’s compilation (using S(c, P)) succeeds; therefore, the particular one needed also
succeeds. This is not obvious, as the two checks operate over different term lists — fresh
variables and the constructor application arguments (hence we generalize the theorem to
allow different term lists). The full semantic equivalence result for compile_match requires
an additional a-conversion to satisfy the unique-name hypothesis of Theorem 1.

In fact, we need more information about compile_match for the pattern matching elimina-
tion functions rewriteT/F: the resulting pattern matches are simple, obviously exhaustive,
and organized such that each pattern match consists of a nonempty list of unique constructors
applied to variables, optionally followed by a wildcard. As an implicit corollary, this proves
that every Why3 term, no matter how sophisticated the pattern match, can be reduced to
an equivalent term consisting only of these very restricted matches.

Proving the correctness of the pattern matching elimination (rewriteT/rewriteF) is
quite tricky, requiring simultaneous reasoning about two contexts (the old context T', and
the new, ADT-less context I'') and two interpretations (I over I and I’ over I'V). We
omit the full proof, but we give a brief sketch of the main ideas in the term pattern
matching case. Here, match t with | ... c(vs) — e ... | _ — d end is rewritten into
(match_foo t ... (let vs := projs t in e) ... d ... ) where the (i + 1)st argument of
match_foo is an iterated let expression binding vs to the projections if the ith constructor
¢ appears in the match as ¢(vs) and is d otherwise. Note that this rewriting relies on the
fact that compile_match has already been run and thus all patterns are simple. This is
extremely helpful for the proof: the uniqueness of constructors allows us to reason about
pattern matching largely syntactically rather than by unfolding the (recursive) definition
of [p,d]?. In particular, on matched term ¢, if tm_semantic_constr ¢ ¢ al holds, we prove
that if ¢(vs) — e appears in the pattern match, then match_rep evaluates to [e]!, .,
(and otherwise match_rep evaluates to [d]*). We then reason by cases: either the matched
term’s constructor appears in the pattern match or not. In both cases, we simplify with the
corresponding lemma and prove the equivalence.

Finally, we complete the proof of soundness as described in §8.2. Proving Properties 1 and
3 is straightforward using the semantic equivalence of rewriteF. We almost proved Property
2; however, rewriteF is also run on the newly added axioms. We show that this rewrite has
no semantic effect on formulas without pattern matches or constructor applications.
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9 Discussion

We have endeavored to keep our proved-correct implementations of compile_match and
eliminate_algebraic as close as possible to their Why3 counterparts. These have proven
useful in practice, both in Why3 itself and in tools like EasyCrypt [7] which supports
ADTs, pattern matching, and recursive functions by compiling to Why3. While compile
and compile_match are virtually identical to the Why3 implementation, our version of
eliminate_algebraic differs from the Why3 version slightly (it is stateless and requires all
types in a mutual block to be axiomatized or kept) but produces similar output.
Furthermore, we note that our proofs could extend to other solvers and settings. As we
discussed in §8, we could follow a nearly identical approach for other ADT axiomatizations.
Our pattern matching compiler is quite general: it already allows arbitrary term-like action
types, the termination proofs would be useful for any matrix-decomposition-based method,
and the proofs of soundness could be refactored to remove dependence on Why3Sem (though
it is crucial that the semantics for pattern matching behaves like match_rep). We note also
that our proofs do not rely on axioms beyond those already present in Why3Sem (classical
logic, functional extensionality, and indefinite description); other than UIP, these axioms are
only needed to define Why3Sem and thus our proofs would suffice in intutitionistic settings.

10 Related Work

Pattern Matching Compilation

Pattern matching compilation is a well-studied problem. Augustsson [4] presents a simple
compilation scheme, introducing (implicitly) some of the ideas of the matrix-decomposition
approach. Laville [25] and Maranget [29] study lazy pattern matching; the latter introduces
the S and D matrices and gives pen-and-paper proofs of the main compilation steps from
pattern matrices to decision trees. These techniques are extended by Le Fessant and
Maranget [26] and Maranget [31] to develop further heuristics and optimizations for efficient
matching. Maranget [30] studies the problem of exhaustiveness checking (and useless clause
identification) and proves the matrix-decomposition-based exhaustiveness check correct.

By contrast, there is very little prior work about mechanizing the proofs of such compilation
schemes. Tuerk et al. [41] implement a pattern matching compiler for the HOL proof assistant
using a non-decision-tree approach that aims to produce patterns closer to handwritten
versions. The authors do not prove the compilation correct but extend CakeML’s [24]
proof-producing code generator to show that the compiled match in CakeML preserves the
semantics of the compiled HOL match. CakeML itself provides a simple verified pattern
matching compiler and restrictive exhaustiveness checker. It is quite limited; CakeML cannot
prove the following match exhaustive:

match 1 with | [J — _ | [x] — _ | x :: t — end

The CertiCoq [1] verified compiler from Rocq to C does not prove anything about non-simple
patterns, relying on Rocq’s front-end to compile patterns before reification. It is based on
the MetaRocq [38] formalization of Rocq, which makes the same assumption.

ADT Axiomatization

First-order axiomatizations of ADTs are common to support ADT theories within SMT
solvers [6, 37] as well as in SMT-based verification tools which include higher-level reasoning
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support (e.g. Dafny [27]). Other tools (e.g. Viper[28] and Gobra [42]) include ADTs as
syntactic sugar for the derived axioms and do not include any complex pattern matching.
There is also little prior work proving the soundness of such axiomatizations. Suniper [9, 8]
is a tool that turns certain Rocq goals into first-order formulas to enable use of SMT solvers;
it axiomatizes ADTs and eliminates pattern matches (which have already been compiled
by Rocq’s front-end). This approach is certifying: it provides tactics to generate Rocq
definitions and assertions (by reifying to MetaRocq) as well as proof scripts to prove that
the assertions hold. Such proofs are generally quite simple, since one can use Rocq’s built-in

mechanisms for simplifying pattern matches and performing case analysis on inductive types.

This approach is better suited for Rocq but would not extend to SMT-based systems like
Why3 or Dafny, which cannot reason about ADTs except via axiomatization and translation
to SMT. Furthermore, we give a certified, rather than certifying, implementation, proving
soundness once and for all.

Soundness of Intermediate Verification Languages

There are several recent efforts to prove the soundness of IVLs. Parthasarathy et. al. [35]
gives a formal semantics and certifying procedure (in Isabelle) for the Boogie [5] IVL, a simple
imperative language with assertions in first-order logic. Parthasarathy et. al. [34] extend this
with a certifying translation from the Viper IVL to Boogie. This translation is concerned
with separation logic rather than with a functional assertion language. Darndinier et. al. [15]
extend this further by connecting to a verified frontend language. Featherweight VeriFast
[22] gives semantics and a certifying implementation for a subset of the VeriFast separation
logic verifier; though VeriFast includes ADTs and recursive functions, Featherweight VeriFast
does not. Herms [20] proves sound an early version of Why3 that did not include recursive
types or functions. Garchery [18] validates some logical Why3 transformations; focusing
primarily on propositional transformations and an induction principle over integers. Cohen
and Johnson-Freyd [13] prove the soundness of Why3’s axiomatization of inductive predicates
and elimination of let-bindings with Why3Sem.

11 Conclusion

We have presented a sophisticated, real-world pattern matching compiler and exhaustiveness
checker along with a first-order axiomatization of ADTs, the first such implementations
mechanized and proved sound in a proof assistant. These features and compilation steps
are critical in enabling powerful assertion languages that allow users to express elegant,
functional specifications amenable to logical reasoning. Proved-correct implementations make

it possible to retain these advantages while ensuring that the verifier is foundationally sound.

Additionally, since our transformations are computable functions within a proof assistant,
they could be directly connected to higher level language semantics (e.g. CompCert) or
verifiers (e.g. VST) to improve automation without compromising soundness guarantees.
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